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HUMAN AIRCRAFT ROADMAP FOR VIRTUAL INTELLIGENT SYSTEM  
This deliverable has received funding from the Clean Sky 2  Joint Undertaking under grant agreement No 831884 under 
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Abstract  

The main goal of the HARVIS Project is to identify how cognitive computing algorithms, implemented 
in a digital assistant, could support the decision-making of single pilots in complex situations. The first 
step to reach this objective is to define what is the state of the art of Artificial Intelligence, and in which 
context it is expected to work into, having 2035 as a target reference.  

This document presents the results of the state-of-the-art analysis carried out on: 

¶ The future aviation scenario: what we expect the roles, the technologies, the procedures and 
the traffic will look like in 2035+. 

¶ Single pilot operations: what it is expected to change in the cockpit from the point of view of 
tasks allocations and available supporting technologies. 

¶ The Artificial Intelligence: which are the capabilities of Machine Learning (ML) and Cognitive 
Computing (CC) algorithms and what AI based technologies are (and will be) able to do, not 
only in aviation but also in other domains. 

¶ Human Factors: how the interaction between pilots and automation is expected to change, 
especially when dealing with highly automated systems. 

¶ Human-Machine Interface: which interfaces could facilitate a safe and proficient interaction 
with those systems, reaching a perfect balance between humans and automation. 

The document also describes the architecture behind the Virtual Pilot Assistant concept. 

These are the basic information the project will use: 

1. to develop the concept of an AI based virtual assistant able to enable and support Single Pilot 
Operations (that will be presented in D2.1 Analysis of Potential Cognitive Computing Aided 
Tasks) and  

2. as a starting point in the definition of a roadmap highlighting the steps needed, in terms of 
technology development, interaction design and training, to develop such an assistant (that 
will be presented in D2.2 Human Machine Interface and Envelope, D2.3 Pilot training 
considerations for the implementation of a digital assistant and D4.3 Technologies roadmap). 
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1. Executive summary 

¢Ƙƛǎ ŘƻŎǳƳŜƴǘ ŎƻǊǊŜǎǇƻƴŘǎ ǘƻ ǘƘŜ 5мΦм ŘŜƭƛǾŜǊŀōƭŜ ά{ǘŀǘŜ ƻŦ ǘƘŜ ŀǊǘ ƻŦ ŎƻƎƴƛǘƛǾŜ ŎƻƳǇǳǘƛƴƎ 
ŀƭƎƻǊƛǘƘƳǎέ ǿƛǘƘƛƴ ǘƘŜ ŦƛǊǎǘ ǿƻǊƪ ǇŀŎkage of the HARVIS project. The purpose of this document is 
to stablish a baseline in order to develop the roadmap in how Cognitive Computing (CC) Algorithms 
could support the decision making of single pilot in complex situation, which is the main goal of 
this project.  

Therefore, an assessment of the future aerospace sector has been carried out, considering future 
systems and tasks as well as human factor. Additionally, a state-of-the-art review in machine 
learning and cognitive computing algorithms and their integration into several sectors such as 
aerospace, automotive, healthcare, etc. has been made. Furthermore, a research of the different 
proposal for the implementation of the Single Pilot Operation (SPO) scenario has been done, 
analysing the different approaches and current regulations. 
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2. Introduction  

2.1. Purpose and Scope of the document 

This document aims at reporting the results of the state-of-the-art analysis carried out to develop a 
roadmap focusing on the creation of a virtual intelligent system able to help humans in a cockpit 
environment. Future aviation scenarios, single pilot operations, the use of artificial intelligence to 
develop a digital assistant, the human factors and the human-machine interface are some of the topics 
deeply analysed throughout this document. 

2.2. Deliverable Structure 

This document is structured as follows: 

¶ Section 1 details the executive summary of the document. 

¶ Section 2 summarizes the purpose and scope of this document as well as the structure it 
follows, and the acronyms and terminology used. 

¶ Section 3 analyses the future aviation scenarios focusing on further systems, technologies, 
procedures, traffic, roles and human factors. 

¶ Section 4 describes the necessary changes in the cockpit, from the point of view of tasks 
allocations and available supporting technologies, to allow single pilot operations. 

¶ Section 5 presents an in-depth state-of-the-art analysis in the capabilities of Machine Learning 
and Cognitive Computing in a wide range of domains including aviation. 

¶ Section 6 aims to evaluate which interfaces could facilitate a safe and proficient interaction 
human-machine. 

2.3. Acronyms and Terminology 

The following table reports the acronyms used in this deliverable. 

Term Definition 

AI Artificial Intelligence 

ADS-B Automatic Dependent Surveillance Broadcast 

AMAN Arrival MANager 

AOCO Airline Operational Centre Operator 
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Term Definition 

AMAN Arrival Manager  

ASAS Airborne Separation Assistance Systems 

ASSAP Airborne Surveillance and Separation Assurance Processing 

ATC Air Traffic Control 

ATCO Air Traffic Control Officer 

ATM Air Traffic Management 

BoW Bag of Words 

BRLOS Beyond Radio Line Of Sight 

C2 link Command and Control link 

CAS Complex adaptive socio-technical systems 

CC Cognitive Computing 

CFMU Central Flow Management Unit 

CHMI Cognitive Human Machine Interface 

CIoV Cognitive Internet of Vehicles 

CNN Convolutional Neural Network 

CNS Communications, Navigation and Surveillance  

COGPIT COGnitive cockPIT 

COGMON COGnition MONitor 

CRM Crew Resource Management 

CSPO Closely Spaced Parallel Operations 

DERA Defence Evaluation and Research Agency 

DMAN Departure MANager 

DPM Deformable Part Model 
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Term Definition 

DRML Deep Region Multilabel Learning 

EEG Electro EncephaloGraphy 

ETSO European Technical Standard Orders 

FAA Federal Aviation Administration 

FAR Federal Aviation Regulations 

FCS Flight Control System 

FCU Flight Control Unit 

FE Feature Extraction 

FER Face Emotion Recognition 

FMS Flight Management System 

FNIR Functional Near InfraRed 

GA SPO General Aviation Single Pilot Operation 

GA Ground Associates 

GAN Generative Adversarial Network 

GO Ground Operator 

GPS Global Positioning System 

GPs Ground Pilots 

GPWS Ground Proximity Warning System 

HF Human Factors 

HMI Human Machine Interface 

HMS Human Machine System 

HMT Human Machine Teaming 

HOG Histogram of Oriented Gradients 
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Term Definition 

HP Human Performance 

HPE Human Performance Envelope 

HR Heart Rate 

HRV Heart Rate Variability 

IAS Intelligent Adaptive System 

ICAO International Civil Aviation Organization 

ITP In Trail Procedure 

IVHM Integrated Vehicle Health Management  

LBP Local Binary Patterns 

LOAT Level Of Automation Taxonomy 

LSA Latent Semantic Analysis 

LSTM Long-short Term Memory 

MCDU Multifunctional Control and Display Unit 

MCP Mode Control Panel 

ME Maximum Entropy 

ML Machine Learning 

MTCD Medium Term Conflict Detection 

MTL Multilabel Learning 

NB Naïve Bayes 

ND Navigation Display 

NG-FMS NextGeneration Flight Management System 

NLP Natural Language Processing 

NMOC Network Manager Operations Centre 
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Term Definition 

NMT Neural Machine Translation 

PACT Pilot Authorization and Control of Tasks 

PF Pilot Flying 

PFD Primary Flight Display 

PNF Pilot Not Flying 

RA Resolution Advisory 

RCO Reduce Crew Operations 

RCP Required Communications Performance  

RL Reinforcement Learning 

RLOS Radio Line Of Sight 

RNN Recurrent Neural Network 

RPAS remotely piloted aircraft systems  

SA Sentiment Analysis 

SA Situation Awareness 

SA&CA Separation Assurance and Collision Avoidance  

SASS Situation ASSessor  

SIFT Scale-invariant Feature Transform 

SPO Single Pilot Operations 

SRGAN Super-resolution Generative Adversarial Network 

STCA Short Term Conflict Alert 

SURF Speeded Up Robust Features 

SVD Single Value Decomposition 

SVM Support Vector Machines 
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Term Definition 

TA Traffic Alert 

TCAS Traffic Collision Avoidance System 

TCT Tactical Controller Tool  

TIM Tasking Interface Manager 

TRL Technology Readiness Level 

UAS Unmanned Aircraft System 

YOLO You Only Look Once 

Table 1: Acronyms 
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3. Future Aviation scenario 

 

3.1. Future Systems 

CleanSky pave the way of next generation cockpit systems and aircraft operations. The main areas of 
development concern large passenger aircraft, systems for green operations, airframe and systems. 
WP1 on avionics extended cockpit work(ed) on very large interactive head-down display, tactile 
interactive multifunction display and voice recognition integration in the cockpit. Other improvements 
ǿŜǊŜ ŀƭǎƻ ŎŀǊǊƛŜŘ ƻǳǘ ƻƴ ƴŜǿ Ca{ ŦǳƴŎǘƛƻƴǎ ƭƛƪŜ ΨŦƭȅ ōȅ ǘǊŀƧŜŎǘƻǊȅΩΣ ōǳǘ ŀƭǎƻ ƻƴ ŀƴ ŀŘǾŀƴŎŜŘ ƳƻŘǳƭŀǊ 
surveillance system. 

Avionics industrials like Thales, Rockwell Collins, Honeywell and Garmin are already working on new 
cockpits with larger and tactile displays, voice recognition systems, augmented reality and increasingly 
complex automation (see Figure 1). 

 

Figure 1. Thalès next gen cockpit © Thalès 

Thalès next gen cockpit will include ASAS (Airborne Separation Assistance Systems), D-Taxi (Digital 
Taxi) via trajectory upload with datalink, 4D trajectories, Eco take-off on large multitouch displays. 

In the future, aircraft will be more connected and huge quantity of data will have to be processed in 
order to give clear information to pilots and automations systems. Recent accidents shown that 
confusion can occur between the pilots and the state of automation, there are a lot of work to be done 
in order to help the pilot to better understand and interact with automation and recent research work 
is focused on giving feedback of pilot status to HMS. 

The recent developments in artificial intelligence technologies could allow the machine to provide 
feedback and assistance based on the processing of various sources of information including models 
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of human information processing, physiological measures of pilot state, natural language processing, 
speech recognition and vision. The purpose of such a system would be to support the pilot in the 
decision-making process by being able to adapt itself when goals and requirements evolve, interact 
easily with their human counterpart, identify and extract relevant elements on the situation including 
sensory inputs (vision, sound, gestures, physiological sensors). This new approach could help the pilot 
to maintain an optimal situation awareness (SA). The fields of neuroergonomics [1] and augmented 
cognition [2] ǊŜƭȅ ƻƴ ǇǎȅŎƘƻǇƘȅǎƛƻƭƻƎƛŎŀƭ ƳŜŀǎǳǊŜƳŜƴǘǎ ƛƴ ƻǊŘŜǊ ǘƻ ŘŜǘŜǊƳƛƴŜ ǘƘŜ ǳǎŜǊΩǎ ŎƻƎƴƛǘƛǾŜ 
state that could be used in intelligent adaptive systems (IAS). 

3.2. Future ǇƛƭƻǘǎΩ tasks 

As Next Generation Air Transportation System (NextGen) concepts change radically air traffic 
management, tasks, roles and responsibilities for the flight crew will evolve dramatically. Future flight 
deck will have available more complex and accurate information combined with new automation tools. 

With more perspective, the role of pilot can be defined as a pilot or as a manager [3]. If the pilot keeps 
its role as pilot, he will still have the ability to control the aircraft, delegating tasks to automation. If 
the pilot become a manager, automation is responsible for the majority of aircraft control and 
navigation tasks, as well as the information processing tasks. Regardless of the evolution of the pilot 
role, its tasks and responsibilities will change.  

Pilot of transoceanic flights will have new opportunities to reach more easily their optimal flight level. 
Over the ocean, without radar coverage, In-Trail Procedures (ITP) enable aircraft to change flight level 
to optimize fuel consumption. Where previously the separation was 80 to 100 nautical miles, ADS-B, 
GPS and other navigation sensors could divide it by up to 3 and the pilot could decide in this condition 
to avoid potentially-blocking aircraft. In addition to fuel savings, the benefit of ITP through ADS-B could 
ōŜ ǘƘŜ ƛƳǇǊƻǾŜƳŜƴǘ ƻŦ ǇƛƭƻǘǎΩ ǎƛǘǳŀǘƛƻƴŀƭ ŀǿŀǊŜƴŜǎǎΦ ¢ƘŜ ŘƛŦŦŜǊŜƴǘ ǘǊŀŦŦƛŎ ǾƛŜǿ ǿƛƭƭ ƘŜƭǇ ǘƘŜ Ǉƛƭƻǘ ǘƻ 
have a better understanding of the surrounding airspace. 

Closely Spaced Parallel Operations (CSPO) with the use of more data (wake, weather, trajectory 
prediction) could enable paired approaches to minimum runway spacing in instrument meteorological 
conditions with the appropriate safety level [4]. This new technology is designed with consideration of 
the pilot capabilities. CSPO will transfer the responsibility for separation from the air traffic controller 
to the pilot in the flight deck.  

Flight Deck Interval Management (FIM) is expected to enable air traffic controllers and pilots to 
increase runway capacity by reducing the uncertainty of time of arrival within 5 to 10 seconds. To make 
ǘƘƛǎ ǇƻǎǎƛōƭŜΣ ǘƘŜ ŎƻƴŎŜǇǘ ǇǊƻǇƻǎŜ ǘƘŀǘ ŀ Ǉƛƭƻǘ ŎƻǳƭŘ ƘŀǾŜ ŀŎŎŜǎǎ ǘƻ ŀ άƭŜŀŘŜǊέ ŀƛǊŎǊŀŦǘ speed given by 
the air traffic controller. This information will be used to define the safety distance between both 
aircraft and will increase the runway capacity. The systems may have an impact on the role and tasks 
of pilots and air traffic controllers since the separation is delegated to the pilot.  

The number of clearances given by controllers will probably increase faster than the traffic itself. This 
will saturate VHF radio networks, and this is what motivates the use of Controller Pilot Data Link 
Communication (CPDLC). Reducing voice communication will potentially reduce pilotΩs situation 
awareness about aircraft in their vicinity. Boehm-Davis, in [5], confirmed that not only the pilot SA 
decrease, but the workload could also increase. 
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4. Single-Pilot Operations 

4.1. Justification 

For the last 10 years, there has been growing research in a concept known as Single Pilot Operations 
(SPO), which is focused on reducing the commercial cockpit to a single pilot from the current crew of 
two pilots. Recent advances in Communications, Navigation, Surveillance/Air Traffic Management and 
Avionics (CNS+A) technologies have allowed higher levels of automation, creating an opportunity for 
commercial airliners to transit to SPO. NASA Ames and NASA Langley have spearheaded this effort in 
the United States [6], but DARPA is also interested in this problem [7]. Additionally, many researches 
within the European Community have been carried out in order to address this possibility [8].  

SPO may be regarded as the next phase of a decades-long downward trend in the minimum number 
of cockpit crew required for safe operations. In the 1950s, commercial aircraft typically had five cockpit 
crewmembers: captain, first officer (co-pilot), flight engineer, navigator, and radio operator. Advances 
in voice communication equipment removed the need for a dedicated radio operator position. Next, 
advances in navigation equipment (e.g., inertial navigation systems) removed the need for a dedicated 
navigator position. Finally, advances in engines, aircraft systems and improved tools for monitoring 
have removed the need for a dedicated flight engineer position.  

Over the past 25 years or so, commercial aircraft have operated with a two-person cockpit (captain 
and first officer). It is important to note that the functions associated with the radio operator, 
navigator, and flight engineer positions did not simply disappear, they are now performed by the 
captain and/or first officer, assisted by cockpit equipment that has greatly reduced the human 
workload originally required to perform those functions.  

Despite these advances, the transition from a two-pilot cockpit to a single-pilot cockpit will be 
significantly more challenging. A key requirement of SPO is to maintain safety at a level no lower than 
current two-pilot operations by the introduction of advanced cockpit automation and possibly new 
ground operator positions using support tools and air-grouƴŘ ŎƻƳƳǳƴƛŎŀǘƛƻƴ ƭƛƴƪǎΦ ¢ƘŜ C!!Ωǎ ǎǘŀƴŎŜ 
is that there is no apparent safety benefit to be gained from single-pilot operations, largely driven by 
the risk of pilot incapacitation. Such occurrences are very rare but do occur and how to ensure safe 
operation in this case will be a significant hurdle in any SPO future approvals [9].  

While the safety issues for SPO are still to be fully addressed, the economic case for SPO is clear. There 
is a projected increasing pilot shortage through 2022, although the demand will likely be more in Asia 
and the Middle East [10]. The cost associated with crews (salaries, benefits, training, etc.) is a 
significant fraction of the aircraft operating cost, especially for operators that typically fly smaller 
aircraft with fewer seats than major airline operators that fly lager aircraft. That is why, crew cost and 
availability issues provide the motivation to explore the feasibility of safely operating long-haul and 
military operations with a reduced crew, and commercial aircraft with a single pilot in the cockpit 
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assisted by advanced onboard automation and ground operators providing flight support services well 
beyond those currently delivered by aircraft dispatchers.  

To address these issues, projects such as the Advanced Cockpit for Reduction of Stress and Workload 
(ACROSS) [11], Aircrew Labour In-Cockpit Automation System (ALIAS) [7] and the studies on SPO 
feasibility conducted by NASA under its Airspace System Program [9], have brought together academic, 
industrial and government organizations to develop solutions for workload reduction in the cockpit. 
These projects have prompted in the development of several concept of operations that covers the 
roles and responsibilities of the principal human operators, as well as many architectures for the 
automation tools used by humans and the operating procedures for human-human and human-
automation interactions. The key points of these proposals are that they have been constructed using 
insights gained from a variety of sources including subject matter experts, human-in-the-loop 
experiments examining the performance these concepts of operations and cost-benefit analyses.  

With the Captain as the only physical human presence in the cockpit, several theories for future SPO 
operations posit that many co-pilot functions will need to migrate to a ground control station. Indeed, 
research is underway investigating ground control strategies for remote assistance [6], [12]. Another 
theory is that significant improvements need to be made in automating the co-ǇƛƭƻǘΩǎ ŦǳƴŎǘƛƻƴǎ ƻƴ 
board the aircraft, instead of shifting them externally. A derivative proposed architecture has one pilot 
in the highly automated cockpit, with onboard personnel serving as a back-up pilot, such as commuting 
pilots, flight attendants, and flight marshals [9]. 

Regardless of what such a resultant SPO architecture would look like, it is widely accepted that 
automation will have to substantially increase in the air and on the ground for such a SPO concept to 
be successful [6], [9]. To this end, substantial co-pilot functions, and even possibly functions currently 
assigned to the Captain, will be automated in the future. In the following subsections, a summary of 
the most remarkable proposals found in the reviewed literature is presented, which mostly coincide 
that the solution should incorporate knowledge-based capabilities as well as cognitive and adaptive 
ƛƴǘŜǊŦŀŎŜǎ ǘƻ ƳƛǘƛƎŀǘŜ ǇƛƭƻǘΩǎ ǿƻǊƪƭƻŀŘ ŀƴŘ ƛƳǇǊƻǾŜ ǎƛǘǳŀǘƛƻƴŀƭ ŀǿŀǊŜƴŜǎǎΦ ¢ƘŜǎŜ ŀǊŜ ǊŜƭŀǘƛǾŜƭȅ ƴŜǿ 
concepts in civil aviation but are essential for the introduction of SPO. 

4.2. Requirements and considerations for SPO  

4.2.1. Systems requirements 

Many researches have been conducted to assess the performance and safety changes to reduce crew 
and SPO in a present-say flight deck design. [13] highlights that Reduced Crew Operations (RCO) and 
SPO, using the current technologies and organization, significantly decrements flight performance, due 
to checklist are often sacrificed, more errors are committed, worse flight path performance, etc.; which 
leads to unacceptable safety margin. [14] underline that nonverbal communications are an important 
aspect of crew coordination and must be maintained or replaced to promote good awareness and 
Crew Resource Management (CRM) in SPO scenario. Furthermore, in [15] an interview with several 
pilots is conducted and they all agree that άDƻƛƴƎ ŦǊƻƳ ǘǿƻ ǘƻ ƻƴŜ Ǉƛƭƻǘǎ ƛǎ ŀŎǘǳŀƭƭȅ ŀ ǎǳōƧŜŎǘ ǿŜ ŘƛǎŎǳǎǎ 
frequently in the cockpit, and the nearly universal opinion (at this time) is that we can see a cockpit 
with only one pilot (although certainly not with current systems in use)...έΦ !ǘ the end of this paper it is 
proposed a list of 12 functions that an onboard intelligent system should be able to replicate for a 
single human pilot to be able to manage the workload in piloting an aircraft in transport missions. 
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As regards to airworthiness directive, AMC 25.1523 requires that the aircraft flight deck design must 
be compatible with the workload allocated to the minimum Flight crew. To be noticed that in FAR 23 
amdt 64 and CS 23 amdt 5, the notion of minimum flight crew does no longer appear, its definition is 
left to the applicant decision and ability to show compliance. In this sense, for SPO scenario become a 
reality, it will be necessary to work on these two aspects, for example by: decreasing pilot workload 
and flight deck complexity, increasing aircraft surveillance capacity, and facilitating collaborative work 
and information sharing between the aircraft, air traffic control, and ground crews; are some 
considerations extracted from [16]. 

- ά5ŜŎǊŜŀǎŜ Ǉƛƭƻǘ ǿƻǊƪƭƻŀŘ ōȅ ǘŀƪƛƴƎ ŎƻƴǘǊƻƭ ƻŦ ŎŜǊǘŀƛƴ ŦƭƛƎƘǘ ǘŀǎƪǎΣ ƛƴŎƭǳŘƛƴƎΥ ƛƳǇǊƻǾƛƴƎ 
communication and navigation tasks using Next Generation Flight Management System (NG-
FMS); system monitoring through Integrated Vehicle Health Management (IVHM) and Avionics 
Based Integrity Augmentation (ABIA) systems, with the capability to issue cautions and 
warnings to the pilot when required and the ability to temporarily assume control authority in 
ǘƘŜ ŜǾŜƴǘ ƻŦ Ǉƛƭƻǘ ƛƴŎŀǇŀŎƛǘŀǘƛƻƴΦέ [16]. 

- ά5ŜŎǊŜŀǎŜ ŦƭƛƎƘǘ ŘŜŎƪ ŎƻƳǇƭŜȄƛǘȅ ǿƛǘƘ ǘƘŜ ƛƴǘŜƎǊŀǘƛƻƴ ƻŦ ƳƻǊŜ ŀutomated tasks organised in 
different levels. This can be achieved by the use of adaptive interfaces which suggest 
appropriate automation modes based on task complexity and pilot workload; or using aural, 
visual and haptic alerts triggered by priority to aǾƻƛŘ Ǉƛƭƻǘ ŎƻƴŦǳǎƛƻƴΦέ [16]. 

- άLƴŎǊŜŀǎŜ ŀƛǊŎǊŀŦǘ surveillance capacity through advanced avionics systems including: a 
surveillance system which ensures autonomous separation assurance and collision avoidance 
(SA&CA) in non-controlled and controlled airspace [14]; a weather surveillance system, 
augmented by ground forecasts from an air-ground data link and autonomous 
strategic/tactical re-rerouǘƛƴƎ ŀƴŘ ŎƻƴŦƭƛŎǘ ǊŜǎƻƭǳǘƛƻƴΦέ [16]. 

- άCŀŎƛƭƛǘŀǘŜ ŎƻƭƭŀōƻǊŀǘƛǾŜ ǿƻǊƪ ŀƴd information-sharing with the ground station through: a 
combination of direct Radio-Line-of-Sight (RLOS) and beyond Radio-Line-of-Sight (BRLOS) air-
to-ground communication channels between ground crew and ATCo, supplemented by 
ground-to-ground channels for redundancy and load balancing; secure, reliable data links with 
variable bandwidth and latency performances depending on available timeframe and task 
ǊŜǉǳƛǊŜƳŜƴǘǎΤ ǘǊŀƴǎŦŜǊǊŀƭ ƻŦ ŎƻƴǘǊƻƭ ŀǳǘƘƻǊƛǘȅ ǘƻ Dh ƛƴ ǘƘŜ ŜǾŜƴǘ ƻŦ Ǉƛƭƻǘ ƛƴŎŀǇŀŎƛǘŀǘƛƻƴΦέ [16]. 

- Adaptive systems: several studies  [17],[18]  argue that while higher levels of automation are 
required to support future operations, the nature of automation needs to be user-centric and 
adaptive to the needs of the human user. Thus, these systems should be able to assess the 
context and needs of the user based on passive or implicit inputs, dynamically reconfiguring 
itself to provide the required support. 

The reviewed literature highlights that SPO will move to one pilot monitoring the systems controlled 
by an AI algorithm and coordinating some tasks with the ground operators. Currently, both pilots 
require constant communication between them. However, within this context, most of the 
interactions on the flight deck are between a human and a written software. This does not wholly 
cancel the need for Crew Resource Management (CRM) since, in addition to the coordination between 
the pilot and air traffic control, ground crews, and potentially other aircraft; there must still be an 
interaction between the pilot and AI controlling the flight. This comes in the form of human machine 
teaming (HMT).  
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The HMT must be designed in such a way to achieve results comparable to those observed in a 
successful CRM. This means that some human factors and key ergonomic elements should be 
considered for system design, such as: facility of learning and remembering key functions, efficiency 
and intuitiveness of using automated functions, and avoidance/reduction of pilot-induced errors. Thus, 
the AI system would need to learn, communicate, and correct deviations like a second crewmember 
would do. 

4.2.2. Main challenges 

Once the main requirements that must be considered for the SPO scenario have been identified, some 
considerations of the challenges that must be addressed in order to implement this concept of 
operation are shown below (extracted from [13]): 

A. Operational concepts 

ά5ƛǎǘǊƛōǳǘƛƻƴ ƻŦ ǿƻǊƪƭƻŀŘ ōŜǘǿŜŜƴ Ǉƛƭƻǘ-in-cockpit and ground crew, single-pilot resource 
management, communication procedures and processes, as well as pilot/crew training 
requirements are important issues. Two conceptually different, but complementary 
operational concepts are considered herein, in addition to the current-day two-crew 
complement: 

a) Reduced Crew Operations (RCO): 

In RCO, two human pilots are on-board the aircraft. However, during the cruise phase of flight, 
only one pilot is actively engaged in flying the aircraft. The resting pilot may, in fact, leave the 
cockpit or may be seated in their cockpit seat.  

b) Single Pilot Operations (SPO): 

The only pilot on-board the aircraft serves as the captain and pilot-in-command (PIC), making 
all decisions and performing actions pertaining to command of the flight. In the event that 
assistance is needed, a ground operator may be linked to the cockpit via digital datalink, video, 
ŀƴŘκƻǊ ǊŀŘƛƻΦέ [13].  

B. Remote pilot assistance 

άLǘ ƛǎ ŀǎǎǳƳŜŘ ǘƘŀǘ ǇŀǊǘ-time or scheduled, periodic support from a ground operator is a 
necessary condition for SPO. Thus, a ground operator can handle multiple flights, and if 
dedicated support is necessary, dedicated assistants can be provided. This concept raises the 
issues caused by the lack of initial situational awareness (SA) of a ground operator, when 
specialized assistance is requested. The conclusions of [19] highlight that, with appropriate 
displays, ground operators were able to provide immediate assistance, even if they had 
minimal SA prior to getting a request during in-route scenarios. The design of the ground 
station, the information, and the security and content of the datalink as well as the expertise 
of the ground operator are critical issues. NASA has been conducting research into remote 
Ǉƛƭƻǘ ŀǎǎƛǎǘŀƴŎŜΣ ŘŜǾŜƭƻǇƛƴƎ ǾŀǊƛƻǳǎ ƻǇŜǊŀǘƛƻƴŀƭ ǇŀǊŀŘƛƎƳǎ όŜΦƎΦΣ άIŀǊōƻǊ Ǉƛƭƻǘέ ƻǊ ά{ǳper 
5ƛǎǇŀǘŎƘŜǊέύ ŀƴŘ Ƴƻǎǘ ƛƳǇƻǊǘŀƴǘƭȅΣ ŜȄǇƭƻǊƛƴƎ ǿƘŜǘƘŜǊ ŀ ǊŜƳƻǘŜ Ǉƛƭƻǘ Ŏŀƴ ŜŦŦŜŎǘƛǾŜƭȅ ŎƻƳǇƭŜǘŜ 
ǘƘŜ ǘŀǎƪƛƴƎ ŀƴŘ ǊŜŘǳŎŜ ǘƘŜ ǿƻǊƪƭƻŀŘ ǘƻ ǎŀŦŜƭȅ ŜƴŀōƭŜ {thΦέ [13].  

C. Pilot Incapacitation 
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In-flight medical incapacitation is defined as a condition in which a flight crewmember was 
unable to perform any flight duties and impairment as a condition in which a crewmember 
could perform limited flight duties, even though performance may have been degraded [20].  

TƘǳǎΣ ǘƘŜ ƳŜŀǎǳǊŜƳŜƴǘ ƻŦ ǘƘŜ ǇƛƭƻǘΩǎ ǇǎȅŎƘƻ-physiological state and identification of adverse 
human physical and cognitive impairment will be crucial technology for RCO/SPO. The 
development of psycho-physiological measures, fatigue and state identification technologies 
are on-going [21]  to meet the challenges of: 

a) Developing sensor suites with appropriate data fusion methods since the results to date 
suggest that multiple sensor modalities are needed for most classifications. 

b) Creating measurement and identification technologies that are robust and reliable enough 
to match the appropriate performance standards of nowadays onboard avionics systems (i.e., 
FAA Advisory Circular AC 25-1309). 

c) Meeting these technology goals while simultaneously not over-encumbering the pilot, 
interfering with their operations on the flight deck, or violating privacy concerns. 

D. Increasingly autonomous systems (IAS) 

άbŜǿ ŀǳǘƻƳŀǘƛƻƴ ƻǊ ƳƻǊŜ ŀǇǘƭȅΣ L!{Σ Ƴǳǎǘ ǇŜǊŦƻǊƳ ƻǊ ŀǎǎƛǎǘ ƛƴ ǘƘŜ ǇŜǊŦƻǊƳŀƴŎŜ ƻŦ ŦǳƴŎǘƛƻƴǎ 
that the second pilot in RCO/SPO flight would normally do. This does not necessarily mean 
relegating the RCO or SPO pilot to the pilot-monitoring role; the roles and functions for IAS 
must be tailored to the operation and the needs of the human. IAS are envisioned as intelligent 
machines (hardware and software systems) seamlessly integrated with humans, whereby task 
performance of the combined system is significantly greater than the individual components.  

IAS utilize machine learning concepts and cognitive computing algorithms to perform functions 
without explicitly being programmed. These systems have the ability to modify and adapt their 
behaviour in response to their external environment and conditions. Nevertheless, these IAS 
are also designed using human-autonomy and automation interaction teaming principals. IAS, 
if properly designed, can replicate and in fact should enhance safety and reliability [22]  (e.g., 
provide the ability to adapt to changing patterns and preferences; remain vigilant at all times; 
tailor automation actions to specific circumstances/add flexibility; increase situation 
awareness by context-sensitive information; monitor human actions and alert or intervene to 
ǇǊŜǾŜƴǘ ŜǊǊƻǊǎΤ ƛƳǇǊƻǾŜ ŀǳǘƻƳŀǘƛƻƴ ŀōƛƭƛǘȅ ǘƻ ǊŜŀŎǘ ǉǳƛŎƪƭȅ ǘƻ ŀǾƻƛŘ ŎǊƛǘƛŎŀƭ ǎƛǘǳŀǘƛƻƴǎύΦέ [13]. 

E. Technical and Communications 

Since SPO will increase air-ground communications and impact in the actual CRM  paradigm 
for both normal and abnormal conditions, it will be necessary to face these technical 
challenges by developing: High bandwidth and low latency communications (line-of-sight and 
beyond-line-of-sight data links for air-to-air, air-to-ground as well as ground-to-ground 
systems), autonomous navigation systems (flight planning, management, negotiation and 
validation), autonomous surveillance systems (sense-and-avoid, health monitoring), as well as, 
adaptive automation and interfaces for pilot and ground crew. 

F. Safety 
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Increase system integrity and performance, as well as assess the impact of higher levels of 
automation on flight safety and specify incapacitation procedures. Developing an Integrated 
Vehicle Health Management (IVHM) subsystem to monitor aircraft systems, providing 
appropriate updates, warnings or alerts; or increasing aircraft surveillance capacity to ensure 
autonomous separation assurance and collision avoidance, would be some goals to follow. 

By creating these associated technologies and ensuring the proper human-autonomy teaming, 
the unique abilities of intelligent machines and humans are leveraged to create levels of safety 
and performance above and beyond that each one could provide individually. Such a systems 
may be especially suited during off-nominal events or in conditions where less experienced or 
non-expert operators are involved. 

G. Human factor 

Develop automation tools in order to achieve HMT, by assessing pilot workload, maintaining 
ƎǊƻǳƴŘ ƻǇŜǊŀǘƻǊ ŀƴŘ ǇƛƭƻǘΩǎ ǎƛǘǳŀǘƛƻƴŀƭ ŀǿŀǊŜƴŜǎǎΣ ŀŘŘǊŜǎǎƛƴƎ ǎƛƴƎƭŜ-pilot incapacitation, 
developing new CRM procedures for interactions between the pilot and ground operator, 
building automation trust, as well as designing appropriate human-machine interfaces and 
interactions. 

4.3. Tasks allocation for SPO 

This section presents a concept of operation for the SPO scenario, as well as some suggestions for 
function and task allocation among the aircraft crew and ground operators, which summaries all the 
approaches analysed in the literature.  

Implementation of SPO involves a transition from the current paradigm of a Captain, First Officer, and 
Dispatcher team using conventional automation tools, to a new paradigm of a Captain and Ground 
Operator team interacting with advanced human-centred automation tools, which results in changes 
in the operational mode as well as in the responsibilities of relevant personnel. 

This new paradigm requires an evolution of the system in aircraft management centres, giving rise to 
an evolution of the current Airline Operational Centre Operator (AOCO) role, as well as, the 
reallocation or introduction of new tasks and jobs such as the Ground Operator (GO) role, which is 
analogous to that of a Remotely Piloted Aircraft System (RPAS) ground operator.  

In [19] is proposed a scenario in which the AOCO assists the pilot with strategic tasks such as dispatch, 
optimal route planning and coordination with ATCo while the GO assists the pilot with tactical or 
emergency tasks such as re-routing and conflict resolution. In case of PF incapacitation, the GO will 
perform duties similar to those of a RPAS operator executing an emergency mission egress (i.e., landing 
in minimum time) and the associated landing procedure in co-ordination with the ATCo. Figure 2 
compares the tasks carried out by the pilots and ground operators under normal conditions with two 
pilots, as well as in SPO and in the case of RPAS. 
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Figure 2. Piloting task analysis [16]. 

A first analysis of the concept of operations for SPO is introduced by [23], where it is exposed that the 
roles/responsibilities, tools, procedures, etc. will depend in part on the nature of the operating 
condition. This article proposes a taxonomy, Figure 3Σ ōŀǎŜŘ ƻƴ ǘƘŜ ǇƛƭƻǘΩǎ ǇƘȅǎƛƻƭƻƎƛŎŀƭ ŀƴŘ 
behavioural condition (normal vs. incapacitated) and flight condition (nominal vs. off-nominal). It is 
ƴƻǘŜŘ ǘƘŀǘ ǘƘŜ ǘŜǊƳ άŦƭƛƎƘǘ ŎƻƴŘƛǘƛƻƴέ ǊŜŦŜǊǎ to the myriad factors affecting the flight other than the 
ǇƛƭƻǘΩǎ ŎƻƴŘƛǘƛƻƴΣ ǎǳŎƘ ŀǎ ǘƘŜ ǎǘŀǘǳǎ ƻŦ ŀƛǊŎǊŀŦǘ ǎȅǎǘŜƳǎΣ ǿŜŀǘƘŜǊ ŎƻƴŘƛǘƛƻƴǎΣ ŀƴŘ ŀƛǊǇƻǊǘ ŀǾŀƛƭŀōƛƭƛǘȅΦ 

 

Figure 3. A taxonomy of operating conditions for SPO [23]. 

As the taxonomy condition (TC) progresses from 1 to 4, the operating conditions become more 
challenging, and the requirements for safe implementation of SPO become more complex. For 
example, in TCς1, there may not be much need for ground operator assistance; the cockpit automation 
could provide most of the assistance needed by the captain. In TCς4 the ground operator, acting as 
captain, may need assistance from other ground operators to land the aircraft. This issue will be a key 
driver in order to lay out the safety, reliability and redundancy technologically requirements for cockpit 
automation, remote flight-control tools for the ground operator, and air/ground data links. 
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In the following subsections, the concept of operation system architecture for SPO scenario will be 
discussed in depth. It has been differentiated in two large blocks. The first block (4.3.1) focuses on the 
tasks performed by humans and the second one (4.3.2) address the advanced human-centred 
automation tools mentioned before and introduce the concept of Virtual Pilot Assistant (VPA), which 
is discussed on section 8. 

4.3.1. Human Operations 

This subsection summarizes some considerations for function allocation among the human operators 
on the aircraft and ground, discussed in [23]. In the following lines, characteristics of functions 
performed by the captain and ground operators are described; this includes options for organization 
structures for ground operators. The material presented in this section is not intended to be an all-
encompassing treatment of RSO/SPO options for function allocation among human operators; its 
scope is limited to the options being considered by NASA in its ongoing development of a concept of 
operations for SPO. 

4.3.1.1. Captain 

ά¢ƘŜ ŎŀǇǘŀƛƴ ƛǎ ǘƘŜ Ŧƛƴŀƭ ŘŜŎƛǎƛon-maker regarding the flight mission, and (according to procedures) 
calls on automation and ground operator assets to accomplish this mission. Thus, unless incapacitated, 
she/he serves as the pilot-in-command (PIC), making all decisions pertaining to command of the flight.  
¢ƘŜ ŎŀǇǘŀƛƴΩǎ Ƴŀƛƴ ǘŀǎƪǎ ŀǊŜ ǘƻ ƳŀƴŀƎŜ Ǌƛǎƪ ŀƴŘ ǊŜǎƻǳǊŎŜǎ όōƻǘƘ ƘǳƳŀƴ ŀƴŘ ŀǳǘƻƳŀǘƛƻƴύΦ  

Under SPO scenario, the fundamental command/leadership role of the captain will not change, but 
the individual tasks and duties of the Captain will change significantly. The captain will likely take on 
some of the conventional Pilot Flying (PF) and Pilot Not Flying (PNF) duties, while other PF and PNF 
duties are allocated to the automation or the ground operators. The characteristics of the resources 
available to the captain will also be quite different, e.g., no first officer in cockpit, expanded menu of 
resources available from ground operators, new/advanced automation available in the cockpit. With 
this change in function allocation, a new CRM model ǿƛƭƭ ƭƛƪŜƭȅ ōŜ ǊŜǉǳƛǊŜŘ ǳƴŘŜǊ {thΦέ [23]  

4.3.1.2. Ground Operators 

άLƴ ŎǳǊǊŜƴǘ ƻǇŜǊŀǘƛƻƴǎΣ ŦƭƛƎƘǘǎ ǊŜŎŜƛǾŜ ƎǊƻǳƴŘ ǎǳǇǇƻǊǘ ǎŜǊǾƛŎŜǎ ŦǊƻƳ ǘƘŜƛǊ Airline Operations Centre 
(AOC). Figure 4 depicts key positions in a typical AOC, which is supervised by an operation manager. 
There are various AOC teams that provide specialized services, e.g., dispatch, ATC coordination, crew 
scheduling, maintenance operations, customer service, and weather operations. It is anticipated that 
SPO would primarily affect the functions of the dispatch operations, with limited impact on other AOC 
services.  
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In current operations, each dispatcher serves around 20 aircraft that are in various phases of flight at 
different locations around the country or even the world. A significant ǇŀǊǘ ƻŦ ǘƘŜ ŘƛǎǇŀǘŎƘŜǊΩǎ ŘǳǘƛŜǎ 
lies in the pre-flight phase, where the dispatcher consults with the captain and uses various AOC tools 
to develop a flight plan (e.g., routing, cruise altitude, airspeed), determine fuel loading, meet weight 
and balance requirements, and ensure compliance with the minimum equipment list (MEL). After the 
dispatcher and captain sign the flight release, the dispatch functions transition to flight monitoring and 
serving as a conduit for information between the aircraft and other AOC operations. The dispatcher 
also plays an active role supporting the cockpit crew during off-nominal conditions such as aircraft 
equipment malfunctions, diversions to a different destination airport, and large (> 100 nmi) changes 
in routing. Dispatchers generally serve their flights all the way from pre-flight planning to gate arrival. 

In SPO, certified dispatchers become ground operators (see Figure 4) who collectively perform 
conventional dispatch functions as well as piloting support functions, although each ground operator 
may not necessarily perform both functions. Ground operator teams will collectively perform the 
following three core functions: (1) Conventional Dispatch of multiple aircraft; (2) Distributed Piloting 
support of multiple nominal aircraft; (3) Dedicated Piloting support of a single off-nominal aircraft.  

The Conventional Dispatch function has been described above. 

The Distributed Piloting function corresponds to basic/routine piloting support tasks such as reading 
a checklist, conducting cross-checks, diagnosing an aircraft system caution light, etc. It is presumed 
that a single ground operator can provide such services to multiple aircraft because these non-urgent 
and relatively brief tasks can be prioritized and executed sequentially, and that little or no specialized 
training would be required if the distributed piloting function was performed by a dispatcher who has 
been certified for the aircraft type. This function would be applicable only to nominal aircraft, 
corresponding to Taxonomy Condition 1 defined in Figure 3.  

The Dedicated Piloting function corresponds to sustained one-on-one piloting support requested by 
the captain under high-workload or challenging off-nominal operating conditions such as an engine 
fire, cabin depressurization, or diversion to an alternate airport due to low fuel and/or bad weather, 
etc. This function is also applicable to situations where the ground operator has to take command of 
an aircraft whose captain has become incapacitated. The tasks associated with this function may 
ƛƴŎƭǳŘŜ ŦƭȅƛƴƎ ǘƘŜ ŀƛǊŎǊŀŦǘΣ ŜΦƎΦΣ ǊŜƳƻǘŜ ƳŀƴƛǇǳƭŀǘƛƻƴ ƻŦ ǘƘŜ ŀƛǊŎǊŀŦǘΩǎ ŦƭƛƎƘǘ ƳŀƴŀƎŜƳŜƴǘ ǎȅǎǘŜƳ όCa{ύ 

Figure 4. Representative layout of AOC [23]. 
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for route amendments, or remƻǘŜ ƳŀƴƛǇǳƭŀǘƛƻƴ ƻŦ ǘƘŜ ŀƛǊŎǊŀŦǘΩǎ aƻŘŜ /ƻƴǘǊƻƭ Panel (MCP) for sending 
speed/altitude/heading commands to the autopilot. The Dedicated Piloting function would be 
applicable to Taxonomy Conditions 2, 3, and 4 defined in Figure 3. The skills and training required to 
perform the dedicated piloting support function are essentially the same as those of a conventional 
pilot. One possibility is a rotating schedule where a pilot is scheduled for several weeks of airborne 
(cockpit) assignments followed by a week of ground (AOC) assignments. However, depending on the 
ground operator unit structure employed (see Figure 5), the pilot may need additional training in 
ŘƛǎǇŀǘŎƘ ƻǇŜǊŀǘƛƻƴǎΦέ [23]. 

Although safe operation is the primary concern, another point to consider in order to develop a 
structure for organised ground operations, are the operating costs. Some of these cost factors are: 
number of ground operators relative to the number of aircraft they can safely support, 
training/qualification requirements for those ground operators, the number of ground stations that 
require complex and reliable (and hence expensive) equipment such as that required to remotely 
ŎƻƴǘǊƻƭ ŀƴ ŀƛǊŎǊŀŦǘΩǎ ŦƭƛƎƘǘ-path. Within this context [23] propose two ground operator organization 
structures of interest, hybrid ground operator unit (where all operators can perform any task) and 
specialist ground operator unit (where each operator performs a specific task), which are described 
below and illustrated in Figure 5. These ground operator organization structures have been selected 
by NASA, based on subject matter expert opinion, for evaluation in an upcoming human-in-the-loop 
evaluation. 

 

Figure 5. Examples of ground operator unit structures [23]. 

 

4.3.1.2.1. Hybrid Ground Operator Unit 

άIn this organizational unit, each hybrid ground operator (HGO) is trained and certified to perform all 
three core functions: Conventional Dispatch tasks, as well as Distributed Piloting and Dedicated Piloting 
support tasks. Each HGO generally serves multiple flights from pre-flight planning to gate arrival. 
However, if/when one of these flights encounters an off-nominal condition that requires dedicated 
ǎǳǇǇƻǊǘΣ ǘƘŜ ƻǘƘŜǊ ŀƛǊŎǊŀŦǘ ŀǊŜ ƘŀƴŘŜŘ ƻŦŦ ǘƻ ǎŜǾŜǊŀƭ ƻǘƘŜǊ IDhǎ ǳƴŘŜǊ ǘƘŜ ŘƛǊŜŎǘƛƻƴ ƻŦ ǘƘŜ ǳƴƛǘΩǎ 
supervisor. These handoffs will require some briefing given that most dispatch operators monitor and 
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aircraft from preplanning to gate arrival. A more extensive briefing will be required if the involved 
aircraft needs special handling instructions. The HGO then provides one-on-one support to the off-
nominal aircraft, calling upon other AOC positions (e.g., maintenance advisors) as necessary. After the 
off-nominal situation is satisfactorily resolved, the aircraft previously handed off by this HGO are 
returned to him/her if they have not already landed.έ [23] 

4.3.1.2.2. Specialist Ground Operator Unit 

άLƴ ǘƘƛǎ ƻǊƎŀƴƛȊŀǘƛƻƴŀƭ ǳƴƛǘΣ ǘƘŜǊŜ ŀǊŜ ǘǿƻ ǘȅǇŜǎ ƻŦ ƳŜƳōŜǊǎΦ DǊƻǳƴŘ !ǎǎƻŎƛŀǘŜǎ όD!ǎύ ŀǊŜ ǘǊŀƛƴŜŘ ŀƴŘ 
certified to perform tasks associated with Conventional Dispatch and Distributed Piloting support for 
nominal aircraft. Ground Pilots (GPs) are trained and certified to perform tasks associated with 
Dedicated Piloting support for off-nominal aircraft. There would be many more GAs than GPs in these 
units.  

Each GA generally serves multiple flights from pre-flight planning to gate arrival. However, if/when one 
of these flights encounters an off-nominal condition that requires dedicated support that aircraft is 
handed off to a GP identified by a supervisor. Prior to the handoff, the GP may be on standby or 
performing collateral duties and would need a handoff briefing from the GA who was serving the off-
nominal aircraft. The GP provides one-on-one support to the off-nominal aircraft. The GA maintains 
general situational awareness of the off-nominal flight in case the GP requires dispatch support or any 
other AOC support. After the off-nominal situation is satisfactorily resolved, the GP returns the aircraft 
όƛŦ ƛǘ Ƙŀǎ ƴƻǘ ŀƭǊŜŀŘȅ ƭŀƴŘŜŘύ ōŀŎƪ ǘƻ ǘƘŜ D!Φέ [23] 

4.3.1.2.3. Harbour Pilot 

ά! ƘŀǊōƻǳǊ Ǉƛƭƻǘ ƛǎ ŀ ǘȅǇŜ ƻŦ ƎǊƻǳƴŘ ƻǇŜǊŀǘƻǊ ǎŜǊǾƛƴƎ ŀǎ ŀ ƳŜƳōŜǊ of a hybrid unit or a specialist unit 
(or any other type of ground operator unit). The function of a harbour pilot is similar to current practice 
in maritime operations. For example, there could be a harbour pilot with comprehensive knowledge 
of the Metroplex airspace in a concrete zone. Each harbour pilot provides distributed piloting support 
to individual nominal aircraft as they climb and descend through a complex terminal area airspace. 
This could reduce the workload of other positions in the ground operator units, enabling each position 
ǘƻ ǎǳǇǇƻǊǘ ƳƻǊŜ ŀƛǊŎǊŀŦǘΦέ [23] 

 

4.3.2. Human-Automation function allocation 

This section presents some considerations for allocating functions between human operators and 
automation in SPO scenario. As mention before, in SPO the captain (in the cockpit) and ground 
operators (in an operations support centre), working as a team, will interact with advanced automation 
tools (located on the cockpit and in a ground station) to maintain flight safety and efficiency. Some of 
the simplest functions currently performed by a human pilot in a two-person cockpit, such as reading 
checklists and conducting cross-checks, are good candidates for automation, although such systems 
will have to possess some of the same characteristics as the operator they are replacing. Highly 
complex functions, such as formulating options to address challenging off-nominal flight conditions, 
are likely best suited to human cognition given the current state of automation sophistication and 
reliability. Other functions could be performed by humans assisted by various levels of automation. 
Higher levels of automation will generally require fewer human ground operators to service a given 
fleet of aircraft. It is likely that there will be a progression, along the SPO implementation timeline, 
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from a larger ground operator complement using lower levels of automation to a smaller ground 
operator complement using higher levels of automation.  

Many previous researches (ACROSS) [11] and (ALIAS) [7], suggest that this new human centred 
advanced automation tools should incorporate knowledge-based capabilities as well as cognitive and 
ŀŘŀǇǘƛǾŜ ƛƴǘŜǊŦŀŎŜǎ ǘƻ ƳƛǘƛƎŀǘŜ ǇƛƭƻǘΩǎ ǿƻǊƪƭƻŀŘΦ ¢ƘŜǎŜ ŀǊŜ ǊŜƭŀǘƛǾŜƭȅ ƴŜǿ ŎƻƴŎŜǇǘǎ ƛƴ ŎƛǾƛƭ ŀǾƛŀǘƛƻƴ ōǳǘ 
are essential for the introduction of SPO. Considering both, the SPO concept of operations and the 
evolving regulatory framework for conventional, general aviation and unmanned operations, the 
system architecture for a certifiable Virtual Pilot Assistant (VPA) is proposed in several studies, as a key 
to enable the implementation of SPO for commercial airliners. The VPA is a knowledge-based system, 
which reduces single-pilot workload in the cockpit through increased system autonomy and closer 
collaboration with the ground component.  

In the following subsection it is summarized the approach carried out by [16], which discusses the 
integration of Communications, Navigation and Surveillance (CNS) systems with the VPA and 
introduces the concept of a novel cognitive Human Machine Interface (CHMI) [24], which provides a 
real-ǘƛƳŜ ŜǎǘƛƳŀǘƛƻƴ ƻŦ ǘƘŜ ǇƛƭƻǘΩǎ ŎƻƎƴƛǘƛǾŜ ǎǘŀǘŜǎ ŦƻǊ ŀŘŀǇǘƛǾŜ ŀƭŜǊǘƛƴg and task allocation. 

4.4. Certification and Normative 

There are no operational regulations allowing SPO for commercial aviation at this point. However, 
there is ample literature covering conventional two-pilot operations, GA SPO as well as remotely 
piloted aircraft systems (RPAS), which can be assumed as the basis for the development of commercial 
SPO certification standards.  

In terms of airworthiness certification standards, current European and Federal Aviation Regulations 
(CS/FAR) Parts 25, in particular CS/FAR 25.1523 and Appendix D do not explicitly exclude SPO. 
According to them, the criteria for deciding minimum flight crew are based on pilot workload and flight 
safety when a pilot is incapacitated; to achieve certification, SPO needs to show that pilot workload 
remains at an acceptable level during normal/emergency operations, and that pilot incapacitation 
does not compromise flight safety.  

Unlike airworthiness, the operational requirements for commercial air transport described in the EU 
Air OPS (EU) 965/2012 Part ORO-FC-200 as well as in FAR 121.385(c), require a minimum of two pilots 
for commercial operations. Whereas ICAO standards for air operators i.e. Annex 6 ς 9.1 on 
Composition of the Flight and 9.4.5 on Single pilot Operations under the IFR or at Night do not explicitly 
require Two pilots for Commercial Air Transportation and do not limit the single pilot operations under 
IFR to turboprops with less than 9 passenger seats . 

The following section provides a review of current certifications extracted from [16]. Within this 
review, Acceptable Means of Compliance (AMC), Guidance Materials (GM) and recommended 
practices applicable to SPO are presented. The material is sourced from national/international 
organizations such as the International Civil Aviation Organization (ICAO), Federal Aviation Authority 
(FAA), European Aviation Safety Agency (EASA), Civil Aviation Authorities (CAA) from Australia, the UK 
and New Zealand, the US Department of Defence (DOD) and the Institute for Defense Analyses (IDA). 
References are also made to standards from Aeronautical Radio Incorporated (ARINC), American 
Society of the International Association for Testing and Materials (ASTM), Radio Technical Commission 
for Aeronautics (RTCA), Society of Automotive Engineers (SAE), and NATO Standardization Agreements 
(STANAGs).  
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άCƻǊ {thΣ ǘƘŜ Ƴŀƛƴ ƎǳƛŘŜƭƛƴŜǎ ŦƻǊ ŎǊŜǿ ǊŜǎǇƻƴǎƛōƛƭƛǘȅ ŀƴŘ ŀǳǘƘƻǊƛǘȅ ŀǊŜ ŘŜǎŎǊƛōŜŘ ƛƴ /{κC!w ноΦмрно 
(before amdt 5 & amdt 64 respectively), EU Air OPS Annex VIII Part-SPO (Special Operations), Subpart 
A (SPO.GEN.105/106/107). EASA's AMC/GM to Annex III provides additional guidelines for SPO 
personnel (SPO.100), high-risk commercial operations (SPO.110) and CRM training (FC.115). ICAO 
Annex 1, Section 2.1.3 provides recommendations for class and type ratings for single-pilot aircraft. EU 
Air OPS Part ORO.FC.202 provides requirements for Single-pilot operations under IFR or at night. 

Section 9-11 to 9-17 of FAA-H-8083-9A gives an overview of Single-pilot Resource Management (SRM); 
FAA AC 91-73B provides guidelines for taxi procedures for Part 91 and 135 SPO; CASA EX43/11 provides 
an exemption for SPO in Cessna 550/560 aircraft along with accompanying requirements and 
conditions; CAA AC 91-11 is an advisory circular for SPO under IFR rules containing the relevant 
checklists, CRM guidelines, and outline of a typical SPO flight; CAA Standards Document 14 provides 
guidance for the required skill tests and proficiency checks in the certification and licensing of SPO 
aircraft. 

¶ Technical Aspects: 

Technical considerations capture the requirements and recommendations for the design and 
development of CNS systems. There are no specific technical requirements unique to SPO at this point, 
although some are embedded into two-pilot requirements (e.g., EASA Annex VIII, SPO.IDE.A.126, FAA 
AC 91-100(0) Sect. 6). Thus, some Requirements from two-pilot operation, as well as references 
covering aspects of the Command and Control (C2) link and sense-and-avoid functionalities from RPAS 
have been considered relevant for SPO scenario. 

For two-pilot aircraft, the requirements for system design and installation are given under FAR 25, 
along with the communication (RTCA DO-238, ICAO 9869 AN/62), navigation (ICAO 9613 AN/937) and 
surveillance (RTCA DO-289, ICAO 9224) system requirements. For RPAS technical requirements, 
ǊŜŦŜǊŜƴŎŜǎ ŀǊŜ ƳŀŘŜ ǘƻ ōƻǘƘ ŎƛǾƛƭ ŀƴŘ ƳƛƭƛǘŀǊȅ ŘƻƳŀƛƴǎΦ CƻǊ ŎƛǾƛƭ ŀǾƛŀǘƛƻƴΣ /ƘŀǇǘŜǊǎ мл ǘƻ мо ƻŦ L/!hΩǎ 
Manual of RPAS makes technical recommendations for communications, surveillance and C2 systems. 
W!w¦{ 5Φлп ŎƻǾŜǊǎ ǘƘŜ ǊŜǉǳƛǊŜŘ /н ƭƛƴƪ ǇŜǊŦƻǊƳŀƴŎŜΣ !ǇǇŜƴŘƛȄ /Φо ƻŦ C!!Ωǎ ǊƻŀŘƳŀǇ ŎƻǾŜǊǎ ǘƘŜ ŦǳǘǳǊŜ 
technical requirements for integrating UAS into the civil airspace [25], including ground-
based/airborne sense and avoid, as well as C2 and interoperability requirements; these are expected 
to be (or have already been) captured in European Technical Standard Orders (ETSO) and RTCA 
Minimum Operational Performance Standards (MOPS) referenced in its Appendix. CAP 722 provides 
some guidance on system autonomy, as well as sense-and-avoid. Military regulations for unmanned 
ǎȅǎǘŜƳǎ ŀǊŜ ǎǇŜŎƛŦƛŜŘ ƛƴ b!¢hΩǎ {¢!b!D прус ŀƴŘ 5h5Ωǎ ¦ƴƳŀƴƴŜŘ {ȅǎǘŜƳǎ LƴǘŜƎǊŀǘŜŘ wƻŀŘƳŀǇ ς 
the former definŜǎ ǘƘŜ ƛƴǘŜǊƻǇŜǊŀōƛƭƛǘȅ ŀƴŘ IaL ǊŜǉǳƛǊŜƳŜƴǘǎ ŦƻǊ wt!{ ƛƴ b!¢hΩǎ Wƻƛƴǘ {ŜǊǾƛce 
Environment while the latter recommends research areas to achieve greater interoperability.  

¶ Safety Aspects: 

While there are no specific safety guidelines for SPO, the necessary requirements are similar to (and 
can be derived from) two-pilot and RPAS operations. The safety requirements for system design are 
extracted from CS/FAR 25.1309 and the corresponding EASA AMC and FAA Advisory Circular 25.1309 
on showing compliance with fail-safe design. SAE provides Aerospace Recommended Practices for the 
development and design (ARP-4754A) and safety assessment (ARP-4761) of avionics systems. JARUS 
AMC RPAS.1309 provides a means of compliance for the safety and risk assessment of RPAS systems, 
also making reference to ARP-4754A, ARP-4761 and CAP-722. EUROCAE ER-010 accompanies 
RPAS.1309 and presents the safety objectives, risk assessment approach and guiding principles for 
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safety/risk assessment. CAP 722 Section 4, Chapter 4 offers additional guidance for general safety 
assessment, and ICAO 10019 AN/507 Chapter 7 provides guidelines for safety management in the 
operational context 

¶ Human Factors Aspects: 

The human factors considerations provide a framework for interface and interaction design, system 
behaviour, crew resource management (CRM) and human-machine teaming. FAA TC-13/44 is a recent 
report by the FAA, comprehensively addressing the human factors considerations on the flight deck. 
These include the design and evaluation of: display formats; the organization and content of 
information elements; visual and auditory alerting, control/input devices; design philosophy and 
function; error management, prevention, detection and recovery; workload and automation. 
wŜǉǳƛǊŜƳŜƴǘǎ ǊŜƭŀǘƛǾŜ ǘƻ άLƴǎǘŀƭƭŜŘ ǎȅǎǘŜƳǎ ŀƴŘ ŜǉǳƛǇƳŜƴǘ ŦƻǊ ǳǎŜ ōȅ ǘƘŜ ŦƭƛƎƘǘ ŎǊŜǿέ   can be found 
in CS/FAR 25.1302, ŀƴŘ ƎǳƛŘŀƴŎŜ ƳŀǘŜǊƛŀƭ ƻƴ άǘƘŜ ŘŜǎƛƎƴ ŀƴŘ ŜǾŀƭǳŀǘƛƻƴ ƻŦ ŎƻƴǘǊƻƭǎΣ ŘƛǎǇƭŀȅǎΣ ǎȅǎǘŜƳ 
ōŜƘŀǾƛƻǳǊΣ ŀƴŘ ǎȅǎǘŜƳ ƛƴǘŜƎǊŀǘƛƻƴΣ ŀǎ ǿŜƭƭ ŀǎ ŘŜǎƛƎƴ ƎǳƛŘŀƴŎŜ ŦƻǊ ŜǊǊƻǊ ƳŀƴŀƎŜƳŜƴǘέ Ŏŀƴ ōŜ ŦƻǳƴŘ ƛƴ 
EASA AMC and FAA AC 25.1302. . ARINC 837 goes into detail regarding design guidelines for cabin HMI. 
The SPO publications in this area are related to Single-pilot Resource Management (SRM) in GA-aircraft 
(CAAP 5.59-1(0)). For RPAS, CAP 722 provides an overview of the human factors issue in design, 
production, operations and maintenance. STANAG 4586, Appendix B3 provides the HMI requirements 
for interoperability within NATO operations, and Chapter 10 of the DOD Unmanned Systems Roadmap 
(11-S-3613) provides a discussion of past, present and future requirements of human-machine teaming 
ǿƛǘƘ ŀǳǘƻƴƻƳƻǳǎ ǎȅǎǘŜƳǎΦέ [16]. 
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5. Human Factors 

Human are good at reasoning, interpretation and problem solving. Unlike machines, they are able to 
adapt to new problems for which no rules or procedures already exists. However, they are prone to 
well-known limitations with regards to information processing. Humans can remember a limited 
number of information and have difficulties to perceive changes in their environment due to limited 
detection and vigilance capabilities [26]  .  

For decades, in order to address those limitations, automation has been integrated in complex 
systems. In the cockpit, the first autopilot has been introduced in 1912, contextual alarms and modern 
flight management system where integrated in eighties. Since then, automation has been the only 
answer to flight management and human computer interaction in the cockpit. The main drawback of 
this approach is that automation do more than simplify tasks for pilots, it also changes the nature of 
their tasks and can lead to the out of the loop syndrome described by Endsley & Jones in [27] as a 
Situation Awareness enemy with Requisite Memory Trap, Workload, Anxiety, Fatigue, Data Overload, 
Misplaced Salience, Complexity Creep, Errant Mental Models. 

The HARVIS project aims at considering also the Human Factors aspects of the introduction of a digital 
assistant in future cockpit. To do this, some theoretical and methodological framework will be 
applied: 

¶ Look for the correct balance between humans and machines, selecting the right tasks to 
automate and the right level of automation, paragraph 5.1. 

¶ Select the most appropriate level of automation considering the impact on safety and 
performance, paragraph 5.2. 

¶ Understand which Human Factors will be most impacted in the new scenario, paragraph 5.3. 

¶ Associate combination of Human Factors (e.g. specific levels of workload, attention, stress) to 
Human performance, paragraph 5.4. 

These frameworks form the basis on which the Human-Machine partnership concept will be built on 
(in Deliverable D2.2- Human-Machine Interface and Envelope) 

5.1. The interaction between automation and humans 

As postulated in research by Sheridan & Verplanck in [28] automation is not all-or-nothing, that is, 
automation is not only a matter of either automating a task entirely or not, but to decide on what task 
to automate and on the extent it should be automated.  

In fact, different tasks involve the use of different psychomotor and cognitive functions, which in turn 
implies the adoption of different automation solutions. For example, expanding human capabilities to 
monitor a certain process (e.g. a Remote Tower) is not the same as replacing the human in the 
execution of a certain action (e.g. the aircraft auto-braking system). Similarly supporting the analysis 
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of a complex dataset, such as that involved in predicting the risk of a traffic conflict, is not the same as 
identifying the best solution to resolve the conflict. 

Automation then is not seen to replace operators but to empower them and to improve the overall 
performance of systems as clearly defined in [29] the research network on Higher Automation Levels 
in Aviation (HALA!)Φ ¢Ƙƛǎ ŀǇǇǊƻŀŎƘ ƛǎ ǎƛƳƛƭŀǊ ǘƻ ǘƘŜ ƻƴŜ ŦƻƭƭƻǿŜŘ ƛƴ ǘƘŜ ŜŀǊƭȅ улΩǎ ǿƘŜƴ ŦƭȅƛƴƎ ŎǊŜǿ ŦƻǊ 
large civil aircraft was reduced from three to two by adding sophisticated Flight Management Systems 
(FMS) [30].  

However, it is important to design this automation very carefully taking into account the elements of 
Complex adaptive socio-technical systems (CAS). As clearly pointed out by Lisanne Bainbridge in [31] 
automation malfunctions end up most of the time in the hands of operators that were precisely 
supported with automation as their tasks were too complex or too resource consuming. Moreover, 
introducing higher level of automation requires (beyond design issues) an evaluation of the impact 
which the new technology may have on each CAS part (operator, computing system and organisation) 
such as tasks migration and/or functions allocation [32].  

On the top-right side of Figure 6, Air Traffic Controllers communicate with pilots via data link or transfer 
aircraft interacting on the electronic labels of the aircraft on the radar screen instead of using paper 
strips and communicating by voice using Very High Frequency medium.  

Similarly, on the airborne side (lower part of Figure 6), glass cockpits [33] provide a means for 
integrating information to support pilots activities while this information was previously distributed 
amongst multiple displays throughout the cockpit.  

In both cases, task migration and/or functions allocation require that humans improve their 
knowledge, learn how to interact and collaborate with the new technology for accomplishing tasks. 
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Figure 6: The enhancement of integrated automation support in ATCs and cockpits over time. 

 

In automated systems, function allocation [34] between human and machine has always been a point 
ƻŦ ŎƻƴǘǊƻǾŜǊǎȅΦ Lƴ ǘƘŜ ŎƻƴǘŜȄǘ ƻŦ ŀǳǘƻƳŀǘƛƻƴΣ άŦǳƴŎǘƛƻƴǎ ŀƭƭƻŎŀǘƛƻƴέ ƳŜŀƴǎ ǘƘŀǘ ǘƘŜ ŀŎǘƻǊ όŜƛǘƘŜǊ 
human or machine) that is best suited (based on some continuum of parameters) should perform the 
function. The basis for selection and grading of such parameters is at the heart of the issue of function 
allocation and has been subject to much investigation over the years. 

The selection of the HARVIS solution will be based on the selection of the right tasks to be automated 
(considering the future scenario described in the previous paragraphs) and a framework that considers 
the pros and cons of the delegation of them to the machine, looking for a safe and efficient balance. 
Such a framework has been already be applied in previous EU funded projects (NINA, STRESS) and is 
described in the next paragraph. 

5.2. Levels of automation taxonomy 

The approach proposed by Fitts with his Men are best at ς Machines are best at (MABA-MABA) list 
[35], relied on the idea that, given a set of 44 pre-existing tasks, one should decide which ones are 
worth automating, considering the strengths and weaknesses of respectively humans and machines. 
Although this approach is now deemed outdated, there is still limited awareness of the fact that 
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introducing automation brings qualitative shifts in the way people practice, rather than mere 
substitutions of pre-existing human tasks. 

An initial scale of levels of automation was proposed by Sheridan & Verplanck in [28] representing a 
continuum of levels between low automation, in which the human performs the task manually, and 
full automation in which the computer is fully autonomous (see Figure 7). 

 

Figure 7: Levels of Automation of Decision and Action Selection by Sheridan and Verplanck 

A decisive step was made in [36] by Parasuraman et al. who acknowledged the Sheridan-Verplanck 10-
point scale and introduced the idea of associating levels of automation to functions (Figure 8). These 
functions are based on a four-stage model of human information processing and can be translated into 
equivalent system functions:  

(1) information acquisition,  
(2) information analysis,  
(3) decision and action selection and  
(4) action implementation.  

The four functions can provide an initial categorisation for types of tasks in which automation can 
support the human. 

 

Figure 8: A model of types and levels of automation by Parasuraman et al. 
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Most of the time automation is only partial keeping the operators in the loop so that they can forecast 
what will happen next and interfere with automation in case of adverse events or automation 
malfunction. The design of this cooperation requires understanding how to balance automation and 
interactivity and specify how a task can be performed by assigning the generic functions to the 
operator and the system in terms of function allocation. άFunction allocation cannot be based on a 
consideration of the tasks only, but must consider the total equilibrium of a work situationτ
corresponding to a notion of balanced work. The concept of equilibrium emphasises the fact that a 
change in function allocation disturbs the established equilibrium. This will have consequences for the 
system as a whole, and one result may be that a new equilibrium is established which differs 
ǎƛƎƴƛŦƛŎŀƴǘƭȅ ŦǊƻƳ ǘƘŜ ǇǊŜǾƛƻǳǎ ƻƴŜΦέ 

Previous work on automation can be divided according to three different perspectives:  

1) the design perspective which focuses on how to engineer the computing systems (offering 
automation) and more precisely its user interface [37];  

2) the evaluation perspective which focuses on how to assess the operational aspects of 
automation including performance impact of automation on operations [38], [39];  

3) the human perspective which focuses on how to understand the role of the operators who 
deal with a new technology or a different level of automation [38], [40] 

While this research work has been mostly conducted in separate fields, as the increase of automation 
might come along with an increase of performance variability of the whole aviation system especially 
in case of new automated systems, there is a need to provide an integrated view on these disjoint 
research activities [41]. 

In the framework of the SESAR Programme, a Level Of Automation Taxonomy (LOAT) has been 
developed to classify and compare different kinds of automation support [40]. The LOAT (Figure 9) is 
based on the taxonomy of Endsley & Kaber and the principles of Parasuraman, which combines 
cognitive functions and levels of automation, and on ideas from activity theory and distributed 
cognition [42]. Its purpose is to classify automation examples in a practical way. The Taxonomy is 
organised as a matrix. In the horizontal direction, four functions are depicted: information acquisition, 
information analysis, decision and action selection, and action implementation. A consequence of 
having four functions ς different in nature ς is that each function can be automated at different levels. 
In line with this, vertically, each cognitive function groups a number of automation levels (between 5 
and 8). All automation levels start with a default level 0, corresponding to manual task 
accomplishment, and increase to full automation. Automation level 1 is based on the principle that the 
human is accomplishing a task with primitive external support, which is not automation as such. Any 
non-automated means that support the human mind, e.g. using flight strips to compare parameters of 
different aircraft and to pre-plan future traffic, could correspond to this intermediate level.  

The classification of the level of automation is provided according to the concerned cognitive function. 
This means that a certain technology may have different levels of automation according to whether 
we look at the information acquisition (A), information analysis (B), decision-making (C) or action 
implementation (D) fields. Examples of technologies are included in the LOAT, to facilitate the reader 
in understanding how to interpret and use the table for the classification of a technology. Figure 9 
presents a simplified version of the LOAT. The full version is provided in Appendix A. 
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Figure 9: The LOAT (from dblue.it/projects/project-levels-automation-taxonomy) 

The way LOAT is designed demonstrates the following principles [40]:  

¶ !ƴ ŀǳǘƻƳŀǘŜŘ ǎȅǎǘŜƳ Ŏŀƴƴƻǘ ƘŀǾŜ ƻƴŜ ΨƻǾŜǊŀƭƭΩ ƭŜǾŜƭ ƻŦ ŀǳǘƻƳŀǘƛƻƴ ŀǎ ǎǳŎƘΦ Lƴ ƻǘƘŜǊ ǿƻǊŘǎΣ ŀ 
statement about a level of automation for a system always refers to a specific function being 
supported;  

¶ One automated system can support more than one function, each having a different level of 
automation;  

¶ The description of each automation level follows the reasoning that automation is addressed 
in relation to human performance, i.e. the automation being analysed is not just a technical 
improvement but has an impact on how the human is supported in his/her task 
accomplishment.  

It should be kept in mind that these generic functions are a simplification of the many components of 
human information processing. The functions are not meant to be understood as a strict sequence, 
but they may temporally overlap in their processing. From a practical point of view, the human may 
be performing a task that involves one or several functions. However, it is useful to differentiate the 
subtleties between the functions when one wants to identify how a specific automated system 
supports the human. 

5.2.1. Automation support to ATCOs and pilots tasks  

Pilot and Controller tasks are not automated in the same way [43]. Aircraft automation is sometimes 
considered to be more advanced than ATC automation. This perception is only partially true, as it 
seems to disregard the nature of pilot and controller activities, at least to the extent that non-pilots 
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